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 The Blackwell-Tapia Conference was hosted by the Mathematical Bio-

sciences Institute (MBI) at The Ohio State University in Columbus, Ohio 

on November 5-6, 2010.  In the words of an esteemed speaker, this confer-

ence brought black, brown, and beige together in the spirit of mathematics.  
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(Ohio State University, Director of MBI) 
 

Bottom Row: Johnny Brown (Purdue University), Cassindra Washington 

(student), Ryan Hynd (University of California, Berkeley), Richard Tapia (Rice 

University), Emery Brown (Massachusetts Institute of Technology) 
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Letters to the editor should be addressed to Dr. Talitha 

M. Washington, University of Evansville, Department of 

Mathematics, 1800 Lincoln Avenue, Evansville, Indiana 

47722 or by email to nam_newsletter@yahoo.com.  

Email is preferred. 

 

Subscription and membership questions should be 

directed to Dr. Roselyn E. Williams, Secretary-Treasurer, 

National Association of Mathematicians, P.O. Box 5766, 

Tallahassee, Florida 32314-5766; (850) 412-5236; email: 

Roselyn.Williams@famu.edu 

 

NAMôs Official Webpage  http://www.nam-math.org 

 

NAMôs History and Goals:  The National Association 

of Mathematicians, Inc., known as NAM was founded in 

1969.  NAM, a nonprofit professional organization, has 

always had as its main objectives, the promotion of excel-

lence in the mathematical sciences and the promotion and 

mathematical development of under-represented minority 

mathematicians and mathematics students.  It also aims to 

address the issue of the serious shortage of minorities in 

the workforce of mathematical scientists. 

 As I walk to my office, I pass by the Women of Mathe-

matics MAA poster and my eyes find Etta Z. Falconer.    

Next to a photo of her teaching, it reads 

If being a woman mathematician was diffi-

cult in the mid twentieth century, being a 

black woman was exponentially harder. 

I glance back at the picture of her teaching and I drift back 

to my college days when she taught me Abstract Algebra.  

She presented groups eloquently but I always had a strong-

er interest about her own hardships and what made her 

succeed.  It was out of recognition of hardships in mathe-

matics for underrepresented groups that NAM was born.  

A resonating question that NAMôs founders pondered was 

ñIf not we as spokespersons, then who?ò  Fortunately, 

NAM continues to be a positive, enthusiastic force in the 

mathematical community.    

 This enthusiasm for math helped Robert Bell and 

Chris Volinsky develop the best recommendation software 

which resulted in winning the famed Netflix Prize.  Excite-

ment for math permeated every talk at the Blackwell-Tapia 

conference as we shared our mathematical and personal 

accomplishments.  As educators, we share our passion by 

helping students make connections about what they learn.  

At the Field of 

Dreams Conference, 

mentors shared their 

expertise to cultivate 

and develop the next 

generation of schol-

ars.  All the while, 

PBS has shown us 

that we can keep life 

interesting by finding 

enjoyment through a "secret life" outside of academia.    

 The continuation of NAMôs energy and enthusiasm is 

a function of what its members bring.  I encourage you to 

be active and engaged in NAM by joining our activities 

and celebrations at the Joint Mathematics Meetings 2011 

in New Orleans.  Every time we join together, I am en-

couraged from the support that abounds. 

 I look forward to seeing each and every one of you at 

the Joint Mathematical Meeting where we will bring in a 

new fiscal year.  Together, we can create pathways of suc-

cess for our organization that will amplify our efforts so 

that hardships will be ñexponentiallyò decreased. 

 See you soon!  

Talitha Washington  

From the Editor 
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It also features past editions of the Newsletter and editions 

from 41.1 to present are in color.   

The National Association of Mathematicians (NAM)  
publishes the NAM Newsletter four times per year. 

Find NAM Newsletter 
on Facebook!  

mailto:nam_newsletter@yahoo.com?subject=NAM%20Newsletter
mailto:Roselyn.Williams@famu.edu?subject=NAM%20Membership
http://www.nam-math.org
mailto:nam_newsletter@yahoo.com?subject=NAM%20Newsletter
http://faculty.evansville.edu/tw65/
mailto:egoins@math.purdue.edu
http://www.math.purdue.edu/~egoins/
mailto:azarian@evansville.edu
http://faculty.evansville.edu/ma3/
http://faculty.evansville.edu/tw65/NAM.htm


Winter 2010  

NAM Newsletter  3  

The Netflix PrizeThe Netflix PrizeThe Netflix Prize    
Robert Bell and Chris Volinsky   

 In October 2006, the DVD-rental company Netflix 

released a massive data set of 100 million customer movie 

ratings as part of the Netflix Prize, a contest to improve 

upon its current recommendations.  Netflix uses prior rat-

ings by its customers to recommend additional movies 

(actually DVDôs of all sorts) that the customers are likely 

to enjoy.  Because Netflix believes that its recommenda-

tions service is critically important to customer satisfac-

tion, and therefore to customer retention, it offered a 

$1,000,000 prize for achieving a 10% improvement on its 

existing algorithm, measured by root mean squared predic-

tion error on a set of test data.   

 While massive, the data release was conceptually quite 

simple.  Each of the 100 million training records included 

four fields:   

a movie ID (there were 17,770 distinct movies), 

a user ID (about 480,000 users), 

the rating date (covering six years, 2000-2005), and  

the rating (an integer from 1 to 5).   

The name and release year was provided for each movie 

ID, but no additional information was provided about us-

ers.  The job of contest participants was to predict ratings 

for a set of almost three million test cases that contained 

the same first three fieldsðbut no ratings.  Contestants 

were allowed to submit predicted ratings for the test cases 

once per day and received feedback in the form of the root 

mean squared prediction error (RMSE) for a random half 

of the test cases (the public part).  The RMSE for the other 

(secret) half of the test cases was always withheld, for use 

by Netflix to determine prize winners.  A leaderboard 

(www.netflixprize.com/leaderboard) showed an up-to-date 

ranking of teams in terms of their public RMSEôs.   

 The unprecedented prize and data release created quite 

a stir in the statistics and machine learning communities, 

with thousands of entrants from around the world.  The 

two of us, both statisticians, joined with a computer scien-

tist colleague, Yehuda Koren (now at Yahoo! Research), 

to form the entry named BellKor (a pun on two of our 

names and BellCore, the original research consortium for 

the Baby Bells after the break-up of AT&T).   

 Using state-of-the-art methods, the top teams reached 

halfway to the 10% goal within six weeks and 60 percent 

of the way within ten weeks.  But after those initial large 

advances, further progress generally came in much smaller 

stepsðfine tuning of other peopleôs models, combinations 

of existing methods, and the occasional truly new idea.  

The journey to the 10% target took almost three years.   
 

Recommender Systems Methods 
 Recommender systems, which provide personalized 

recommendations of items designed to suit a userôs indi-

vidual tastes, roughly 

fall into two camps 

based on whether they 

use content information.  Content-based systems typically 

score each item on many features, and then try to charac-

terize each userôs interest in those features by some combi-

nation of direct solicitation and behavioral input such as 

purchases or ratings.  Movie features might include genre, 

actors and directors, and measures of the amount and style 

of action and dialogue.  A prime example of a content-

based recommender system is internet based Pandora Ra-

dio, which has scored hundreds of thousands of songs on 

about 400 musical attributes.  Users can provide infor-

mation about their tastes by providing seed song(s) or art-

ist(s) and by giving thumbs up/down to selections recom-

mended by Pandora.   

 Collaborative filtering is an alternative set of methods 

that avoids the need to score items, or even to define fea-

tures, by using patterns of ratings or other feedback to in-

fer characteristics of items and users.  Before the competi-

tion began, the most commonly used collaborative filter-

ing tool was nearest neighbors, where the rating for a tar-

get user-movie pair is based on either ratings by the target 

user of other movies deemed similar to the target movie, 

or on ratings of the target movie by other users deemed 

similar to the target user.  It appears that Netflixôs recom-

mendations at the time were neighborhood based.   

 An important revelation from the Netflix Prize was the 

superiority of latent factor models, most notably matrix 

factorization, which were responsible for the swift im-

provement compared with Netflixôs results.  Consider an n

-by-m matrix R with a row for each user and a column for 

each item, where rui contains the rating of item i by user u.  

Matrix factorization tries to find a low rank approximation 

for R, specifically R = PQ', where P and Q are n-by-k and 

m-by-k, respectively, for k much smaller than either n or 

m.  One way of thinking of this is that each item or each 

user receives a k-dimensional vector, qi or pu, summarizing 

its characteristics or tastes, respectively.  The prediction 

for rating rui is given by the dot product of pu and qi.  The 

main distinction from content-based recommendations is 

that the feature set is learned from data rather than being 

pre-specified.  

 An obvious complication is that R is not fully ob-

served; indeed, for the Netflix Prize, almost 99 percent of 

the entries are missing.  We start to get around that detail 

by minimizing an objective function that depends on only 

those user-item pairs for which a rating is observed, spe-

cifically, ×(u,i) observed (rui  ī pǋu qi)
2.  However, even 100 mil-

lion observations are not a lot when trying to estimate a 

vector of parameters for each of nearly half a million users  

http://www.netflixprize.com/leaderboard
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and items.  Estimating say 50 taste parameters for users 

who average only 200 ratings (and often rate far fewer) is 

guaranteed to over fit the data.  Consequently, we use a 

ñregularizedò objective function,  

×(u,i) observed (rui  ī pǋu qi)
2 + ɚ(||P||2 +  ||Q||2).   See Koren, 

Bell and Volinsky, ñMatrix Factorization Techniques for 

Recommender Systems,ò IEEE Computer, August 2009, 

pp. 30-37 for more details.   
 

Participants 
 The competition was notable for the wide participa-

tion, and success, of people with little or no background 

working on recommender systems or on data mining re-

search, in general.  As such, the Netflix Prize is a textbook 

example of crowdsourcing, outsourcing of a problem 

through an open call to anyone interested in working on 

the solution.  While some participants brought research 

backgrounds in recommender systems, or like us, in relat-

ed fields such as data mining, most just brought ingenuity 

and a willingness to try lots of ideas.  Emblematic of this 

spirit was British psychologist Gavin Potter, whose entry 

was named ñJust a guy in a garage.ò  Potter believed that 

knowledge of human behavior would trump computer 

models and his efforts were good enough to reach well 

into the top ten in Year 2.  More surprising among the 

leaders was a team of three Princeton undergraduates that 

rose into the top three for most of the second half of Year 

1 (and briefly into first place).  Ironically, one member of 

that team, Lester Mackey, an African American computer 

scientist currently in the Ph.D. program at Berkeley, won 

an AT&T Labs graduate fellowship and worked as an in-

tern during the summer of Year 1 under the supervision of 

our teammate Yehuda Koren.   

 Despite the large prize at stake, there was a remarka-

ble spirit of collaboration among competitors throughout.  

An active forum allowed competitors to ask questions, to 

propose ideas, and to discuss ideas of others.  Most nota-

ble was Simon Funk (in third place at week ten of Year 1), 

who posted a blog (Try This at Home) filled with code, 

documentation, and detailed discussion of matrix factori-

zation methods.  This post inspired hundreds of future 

competitors and set the tone for future sharing of ideas.  In 

addition, we and some other competitors published re-

search papers in journals or conference proceedings, all of 

which contributed to the success of ñthe crowd.ò   
 

The Competition 
 Because Netflix recognized that the ten percent target 

might take years to reach, if ever, it arranged for an annual 

$50,000 progress prize to be awarded to the team leading 

at each anniversary of the competition.  Our team ap-

proached the lead about midway through Year 1 and held 

the lead most of the last four months of the year.  A key 

part of our success was developing improvements and var-

iations on lots of methods and working out a way to effi-

ciently combine those results.  Our predictions combined 

results from about 100 models.   

 As Year 1 drew to a close, we had built what seemed 

like a fairly comfortable leadðan 8.26% improvement 

versus 8.03% and 8.00% for our two closest competitors, a 

team of computer scientists from Hungary and the Prince-

ton students.  Of course, winning was not guaranteed; 

some other team could have been concealing a better score 

until the final moments.  Indeed, we were doing just that 

ourselves, and we submitted a score of 8.38% a little more 

than 24 hours 

before the Year 

1 deadline.  But 

almost simulta-

neously with 

our improved 

score hitting 

the leader-

board, a merger 

between our 

two main rivals 

posted a sub-

mission exactly 

matching our 

score on the 

public half of 

the test set.   

 If neither 

team could im-

prove on the 

last day, it 

would come 

down to who 

had the lower 

secret RMSE.  

However, according to the rules, those RMSEs were to be 

rounded to the nearest 0.0001 (or 0.01%), with the tie 

breaker being submission time.  That was bad news be-

cause the other team had submitted 76 second before us!  

Fortunately, necessity really is the mother of invention.  

On the final day, we were able to rework our blending 

method enough to reach an 8.43% improvement on the 

public leaderboard, enough to win the Year 1 progress 

prize.   

 With the dramatic slowing of progress in the latter part 

of Year 1, there was much speculation about whether the 

10% target was even possible to attain.  Perhaps, all the 

good ideas had already been tried.  However, we were able 

to continue to improve our models in Year 2.  Most nota-

ble were extensions of matrix factorization that allowed 

user tastes to vary with time, even from one day to the 

next (a single ñuserò might consist of multiple members of 

a household).  Our largest model included an astounding 

30 billion parameters, about 300 for each observation. 

 Still, it became clear that winning would require suc-

cessfully combining results from a very large number of  

Team BellKor members Chris Volinsky, 

Yehuda Koren and Robert Bell (left to 

right) pose with a ñHollywood Starò sig-

nifying their winning of the first Netflix 

Progress Prize.  
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Classroom Connections: Differential EquationsClassroom Connections: Differential EquationsClassroom Connections: Differential Equations    
Archie Wilmer 

 Students like to see connections 

among various mathematical concepts, as 

do I. When I show students the wonderful 

connections found within mathematics, 

they learn that knowing certain founda-

tional concepts can help with the under-

standing of more advanced concepts. 

 The connections are not always easy 

to demonstrate.  For example, we as educators invest con-

siderable effort in teaching characteristic equation 

method1, a standard technique used when solving constant 

coefficient linear differential equations.  For the second-

order equations, the roots of the characteristic equation can 

always be found using the quadratic formula. The sign of 

the discriminant2 of the quadratic formula leads to one of 

three cases for the roots (real and distinct, complex, or real 

and repeated).  Based on the sign (positive, negative, or 

zero), we usually categorize the homogenous solution of 

the differential equation into one of three general forms: 

hyperbolic functions, trigonometric functions, or polynomi-

als multiplied by exponentials. 

With second-order equations having variable coef-

ficients, we require more sophisticated techniques such as 

series, transforms and numerical methods that do not seem 

to rely on our previous understanding of constant coeffi-

cient problems.  The connections between constant coeffi-

cient and variable coefficient equations seem to vanish. 

I enjoy using a transformation approach to solving 

the second-order linear variable coefficient differential 

equation, 
 

 

1 Given , where p and q are constants, it is assumed 

that resulting in .  This requires m to satis-

fy the characteristic equation . 
 

2 A discriminant is a measure or quantity that is normally invariant 

(unchanged) under certain classes of transformations and distinguishes 

certain properties of a quantity's roots or zeroes   

0qyypy
mxey 0)( 2 qpmmemx

02 qpmm

methods, and a merger of top teams was the most likely 

way to get there.  In Year 2, we merged with BigChaos, 

two computer science students from Austria, enabling us to 

win the Year 2 progress prize by a relatively wide margin 

with an improvement of 9.44%.  Midway through Year 3, 

we expanded again, adding PragmaticTheory, a pair of en-

gineers from Montreal, to form BellKorôs Pragmatic Cha-

os.  A 30-day last-call period was triggered in June 2009 

when our new team made its first submission, a 10.05% 

improvement (we had actually reached 10% a few weeks 

previously but concealed that fact by adding noise to our 

submissions).   
 This set off a frenzy of team-building as several new 

unions formed, finally all coming together in one mega 

coalition of 23 teams.  Aptly named The Ensemble, this 

mega-team waited until a little more than 24 hours to go 

before revealing itself and submitting its first prediction 

set, overtaking us by a scant 0.01%, 10.09% to 10.08%.  In 

a frantic final 24 hours, each team was able to improve by 

another 0.01%ïon the public leaderboard.  But who had 

done better on the secret half that really mattered?   

 Our secret RMSE was lower by a whisker:  0.856704 

vs. 0.856714; but both values rounded to 0.8567, so it all 

came down to the tie breaker.  In the end, we won the Net-

flix Prize by submitting 20 minutes earlier!   
 

Epilogue 
 The contest was a big win for Netflix, as it advanced 

knowledge about recommender systems by leaps and 

bounds, in ways that never would have happened organi-

cally.  As Netflix CEO Reed Hastings put it, ñYou look at 

the cumulative hours and youôre getting Ph.D.ôs for a dollar 

an hour.ò  But it was hardly work-for-hire.  The advances 

are available to any business or other entity that can bene-

fit.   

 Furthermore, the Netflix Prize has produced lessons 

applicable in the much wider field of data mining.  It led to 

great advances in building massive prediction models with 

millions, and even billions, of parameters.  And, it showed 

the value, for purposes of prediction, of combining many 

different models and methods.  Finally, it demonstrated the 

power of attacking a problem from many perspectives.   

 We are often asked what we did with the money.  Be-

cause we work in industry, ñourò part of the prize went to 

our employer, AT&T.  But we are proud to say that AT&T 

donated its entire share of the million dollars to four organ-

izations that support STEM education, particularly for 

women and under-represented minorities:  Young Science 

Achievers Program, New Jersey Institute of Technology 

Pre-College and Educational Opportunity Programs, The 

North Jersey Regional Science Fair, and Neighborhoods 

Focused on African-American Youth. 
 

Copyright 2010 AT&T Intellectual Property.   

All rights reserved. 
 

Robert Bell is a member of the Statistics Research Depart-

ment at AT&T Labs-Research.  His email is 

rbell@research.att.com. 
 

Chris Volinsky is the Executive Director of the Statistics 

Research Department at AT&T Labs-Research.  His email 

is volinsky@research.att.com.  

Archie Wilmer 

http://mathworld.wolfram.com/Root.html
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(1)  
 

where p, q, and g are sufficiently well-behaved (analytic) 

functions of x  on an open interval I.  (Here, prime denotes 

differentiation with respect to the independent variable x.)  

This approach includes the use of repeated integration and 

represents a different way to acquire an analytic solution, 

as compared to say more traditional techniques such as the 

use of power series.  As a result, integration uncovers and 

underscores a connection between the characteristic equa-

tion method for constant coefficient equations and transfor-

mation method variable coefficient differential equations. 

 A common analytic approach to solving equation (1) is 

to first obtain the set of fundamental solutions to the asso-

ciated homogeneous equation and then find a particular 

solution to the nonhomogeneous equation. For constant 

coefficient equations, using the characteristic equation 

method is the primary technique to obtain a set of funda-

mental solutions. For variable coefficient equations, reduc-

tion of order is usedðbut this method requires knowledge 

of at least one of fundamental solution.  In either case, 

there are several methods for finding particular solutions: 

two standard ones are undetermined coefficients and varia-

tion of parameters.  

 An alternative approach to solving equation (1) intro-

duces differential operator notation; this provides a founda-

tion for the development of the solution. The approach pre-

sented in the sequel, hereafter referred to as an Extended 

Operator Method (EOM), is an alternative to the aforemen-

tioned methods. (See [2], for example). The approach is not 

completely new: it is sometimes called the inverse operator 

method.  Found in many older texts on differential equa-

tions, this method was commonly used to solve linear dif-

ferential equations with constant coefficients, but rarely for 

solving equations with variable coefficients.   

 Derivation of the inverse operator method is described 

briefly in Zwillinger (see [5]) as a transformation of second 

order linear ODEs.  Zwillinger [5] shows that changing the 

dependent variable by 

 
(2)    

 
transforms the original equation into 
 

(3)  

 

which can be written in the normal form of the equation 

(when ).  The normal form of the equation 

includes a discriminant term (useful for classifying the 

equation of interest). 
 

(4) 

 

The connection is now more visible.  Consider Equation 

(4) when the coefficients p and q are constant.  In that case, 

the sign of the expression in parenthesis serves as the dis-

criminant that provides a means to classify the homogene-

ous solution and eventually solve the equation of interest.  

The connection between constant coefficient and variable 

coefficient equations is revealed and will be discussed 

more fully in future articles of this series.   

 The EOM combines into a single step the two-step pro-

cess of solving the homogeneous and nonhomogeneous 

equations.  This represents an alternative method for solv-

ing second-order linear equations.  Use of the approach can 

yield explicit solutions for certain classes of variable coef-

ficient second-order linear equations.  However, for certain 

conditions the EOM is more involved than traditional 

methods. 
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Archie Wilmer retired from the United States Military 

Academy and is now an Adjunct Professor at Westwood 

College.  He is a life member of NAM and his email is wil-

merals@aol.com.    

 This is the first article of a series that will extend ideas 

in differential equations with an emphasis on the Extended 

Operator Method (EOM).    
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The BlackwellThe BlackwellThe Blackwell ---Tapia Conference Tapia Conference Tapia Conference    
Josef Sifuentes 
 Does Beckham really bend it like Beckham?  Can I 

bend it like Beckham?  Exactly how does one lose con-

sciousness before a surgical procedure?  How is mathemat-

ics playing a role in modeling cancer cells and therapy 

schedules?  Exactly how do microorganisms fluctuate their 

flagella to fly through fluids?  Has climate data failed us in 

the study of global warming?  And perhaps most im-

portantly, when is the best time to take an afternoon marti-

ni? 

 The biennial Blackwell-Tapia Conference, hosted by 

the Mathematical Biosciences Institute at Ohio State Uni-

versity, answered these questions among many other im-

portant challenges facing the scientific community.   Of 

course, what makes this conference special amongst the 

many other scientific conferences is that these questions 

were answered by mathematicians of color.  The Blackwell

-Tapia Conference is named in honor of the late Dr. David 

Blackwell and Dr. Richard Tapia, mathematicians of color 

who opened the door for many in the field, including many 

of the scientists in attendance.  The conference highlights 

the mathematical contributions made by underrepresented 

minorities and recognizes efforts to address under-

representation. 

 The conference also awarded the biennial Blackwell-

Tapia prize to Dr. Trachette Jackson.  According to the 

Blackwell-Tapia Committee, the prize ñrecognizes a math-

ematical scientist who has contributed and continues to 

contribute significantly to research in his or her field of 

expertise, and who has served as a role model for mathe-

matical scientists and students from under-represented mi-

nority groups or contributed in other significant way to ad-

dressing the problem of the under-represented minorities in 

mathematics.ò  The caliber and reputation of the Mathe-

matical Biology Research Group at the University of Mich-

igan, which Dr. Jackson co-founded and co-directs serves 

as a testimony to why Dr. Jackson is deserving of this 

award.  The cutting edge re-

search she has produced 

there has given her the op-

portunity to interact and 

serve as a role model for 

many women and minority mathematicians and scientists. 

 The Blackwell-Tapia Conference was founded by Dr. 

Carlos Castillo-Chavez, the Regents Professor and Joaquin 

Bustoz Jr. Professor of Mathematical Biology at Arizona 

State University.  It was Dr. Bustoz who enticed Dr. Cas-

tillo -Chavez to Arizona State to continue his work in math-

ematical biology as well as mentor the young students of 

Arizona.  So it is no coincidence that Dr. Jackson credits 

Dr. Bustoz for the mentorship she received as a participant 

in his MathScience Honors Pro-

gram.  Indeed, it is exactly this 

mentorship that the conference 

aims to propagate.  The awarding 

of the prize to Dr. Trachette Jack-

son is not only great achievement 

in her career, but an example of 

the brilliant scientists that can be 

produced from the mentorship nur-

tured at this conference. 

 The Blackwell-Tapia conference also remembered Dr. 

David Blackwell, who passed away July 8th of 2010.  Dr. 

Blackwell was the first African American admitted to the 

National Academy of Sciences and was a professor at the 

University of California Berkeley.  Dr. Blackwell made 

many important contributions to the field of probability 

theory, game theory, and information theory.   His work in 

Bayesian probability is a forerunner for much of the cutting 

edge work today in dynamic machine learning. 

 Oh, and the answers to the questions.  Yes.  Dr. Edray 

Goins says yes, but I am not sure if I can really bend it like 

Beckham.  According to the modeling done by Dr. Emery 

Brown of signal processes in the brain, we lose conscious-

ness not in the way we thought.  Math is actively engaged 

in the battle to fight cancer from Dr. Trachette Jacksonôs 

multiscale modeling techniques of cellular processes, to Dr. 

Illya Hicksô optimization techniques applied to cancer trial 

data.  Microorganisms fluctuate their flagella in complicat-

ed ways that are being modeled through computational flu-

id flow techniques developed by Dr. Ricardo Cortez.  As 

for global warming, according to the Uncertainty Quantifi-

cation Group, led by Dr. Juan Restrepo, it's uncertain.  

Lastly, the time for an afternoon martini is 5 p.m., accord-

ing to Dr. David Blackwell. 

Josef Sifuentes is a Postdoc at the Courant Institute at New 

York University.  His email is sifuentes@cims.edu.  

Blackwell-Tapia Prize winners from left to right:  William 

Massey (ó06), Rodrigo Banuelos (ó04), Trachette Jackson 

(ó10), Juan Meza (ó08), and Arlie Petters (ó02).  

Carlos Castillo-Chavez 

Josef Sifuentes 
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 The College Board of Mathematical 

Sciences (CMBS) hosted a forum on con-

tent-based professional development for 

teachers of mathematics from October 10 

through 12 in Reston, Virginia.  Jacqueline 

Brannon Giles, NAM's Community Col-

lege Representative, attended the forum. 

NAM has had a representative at the 

CBMS national conference for three consecutive years.  

 At this conference, a group of mathematicians and edu-

cators from across the country met to discuss and write 

proposals to assist in the development of curriculum mate-

rials and programs.  These documents also hope to improve 

teacher education for future mathematics instructors at the 

elementary and secondary levels.  The conference encour-

aged the collaboration of professionals who are leaders in 

mathematics and mathematics education.  

 Two-year college curricula often include remediation 

and guided studies with the intent of bridging cognitive and 

affective domain proficiencies. Improved attitudes toward 

learning that enhance academic achievement in STEM pro-

fessions are also a concern. For this reason, the conference 

leaders are encouraging more participation from college 

professors and leaders at every level of academia and in-

dustry.  The White Paper synthesizes the recommendations 

on Standards and Assessments in K-12 Mathematics that 

emerged from the CBMS Forum that took place October of 

2009. This is posted on the CBMS website at  

http://www.cbmsweb.org/Forum2/

CBMS_Forum_White_Paper.pdf.   

 CBMS is an umbrella organization consisting of seven-

teen professional societies.  For more information on the 

CBMS conference, contact Ron Rosier, CBMS Director, at 

rosier@georgetown.edu or visit  

http://www.cbmsweb.org/Forum3/Panels.htm.   

Jacqueline Brannon Giles is an Instructor of Mathematics 

at Houston Community College.  Her email is 

jbgiles@yahoo.com.   

College Board of Mathematical Sciences (CBMS) ReportCollege Board of Mathematical Sciences (CBMS) ReportCollege Board of Mathematical Sciences (CBMS) Report    
Jacqueline Brannon Giles 

 The Fourth Annual Mathematical Field of Dreams 

Conference was held from October 8 to 10 at the Universi-

ty of Iowa in Iowa City.  The conference, part of the Na-

tional Science Foundation funded National Alliance for 

Doctoral Studies in the Mathematical Sciences (the Alli-

ance; www.mathalliance.org), was held in conjunction with 

the one day, National Institutes of Health Opportunities for 

Graduate School in Quantitative Biomedical Research 

Workshop.  Seventy-three undergraduate Alliance Schol-

ars, along with fifty-two Undergraduate and Graduate Alli-

ance Mentors, attended this three-day event from colleges 

and universities from all over the country.  They learned 

about graduate programs in the mathematical sciences as 

well as professional opportunities in these fields.   

 The goals of the Biomedical Research Workshop, 

which are to introduce underrepresented students from mi-

nority serving institutions without programs in biomedical 

research to opportunities for graduate study in the quantita-

tive biomedical sciences, coincide with the mission of the 

Alliance.  That is, the Alliance provides opportunities to 

underrepresented students who wish to pursue a doctoral 

degree in the mathematical sciences by providing essential 

tools, nurturing, and encouragement to ensure that each 

student will be prepared for a doctoral program. 

 The Alliance began in 2002 as a partnership between 

the three Iowa Regents universities and four Historically 

Black Colleges and Universities (HBCUs) with the specific 

goal of increasing the number of African American stu-

dents who would attain doctoral degrees in the mathemati-

cal sciences.  From the beginning, the Alliance was orga-

nized as a community of mentors and students.   

 As the Alliance grew and became more nationally 

known, more students from underrepresented groups in the 

mathematical sciences began to express an interest in at-

tending graduate school.  The Alliance presently consists of 

over 140 Undergraduate Mentors who are math science 

faculty from a wide variety of colleges and universities.  

The Mentors serve a substantial percentage of students who 

are underrepresented in these fields.  Also, these mentors  

Alliance Scholars and graduate students with mentor Robin 

Wilson (back row, California State Polytechnic University, 

Pomona) 

The Fourth Annual Field of Dreams ConferenceThe Fourth Annual Field of Dreams ConferenceThe Fourth Annual Field of Dreams Conference    
Philip Kutzko  

Jacqueline 

Brannon Giles 

http://www.cbmsweb.org/Forum2/CBMS_Forum_White_Paper.pdf
http://www.cbmsweb.org/Forum2/CBMS_Forum_White_Paper.pdf
mailto:rosier@georgetown.edu
http://www.cbmsweb.org/Forum3/Panels.htm
mailto:jbgiles@yahoo.com?subject=NAM
http://www.mathalliance.org
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nominate Alliance Scholars who are then eligible for vari-

ous Alliance  programs, including our Alliance Postdoctor-

al Fellowships, the annual Field of Dreams conference, the 

Mentor Match program, and Alliance Activity Scholar-

ships.  There are over 450 current and past Scholars, almost 

all of whom come from US minority groups which have 

been historically underrepresented in the mathematical sci-

ences. 

 Both the Biomedical Research Workshop and the Field 

of Dreams Conference engaged Scholars and Mentors in 

informational and community-building activities.  The Bio-

medical Research workshop focused on quantitative sci-

ence programs with professors and graduate students pre-

senting from the departments of Biostatistics, Mathematics, 

Engineering, Bioinformatics and Computational Biology, 

Biochemistry, Chemistry, and Medicine.  The Workshop 

keynote speaker was Dr. Sarah England, Professor of Phys-

iology and Biophysics at the University of Iowa.   

 The Field of Dreams conference panels focused on 

graduate opportunities available to students in the mathe-

matical sciences with panels featuring recent Alliance 

PhDs, graduate students, REU alumni, and professors.  

Panels were also presented on careers in higher education, 

industry, and 

government. 

Keynote speak-

ers included Dr. 

William Velez, 

who is current-

ly a Research 

Affiliate and 

Martin Luther 

King Visiting 

Professor at the 

Massachusetts 

Institute of Tech-

nology; Dr. Roose-

velt Johnson, Fel-

low at the American 

Association for the 

Advancement of 

Science Center for 

Advancing Science 

and Engineering 

Capacity; and Dr. 

Bill Jones, a profes-

sor at the Xavier University of 

Louisiana Department of Mathe-

matics. There were also several 

opportunities for Alliance Gradu-

ate Departments and others to 

meet with students throughout the 

three-day weekend.  

 One of the main goals of the 

Alliance conference is to familiar-

ize these students with the oppor-

tunities and resources available to 

them in the mathematical sciences and to build a communi-

ty of mentors to help these students reach their goals.  The 

Alliance has a long and close relationship with NAM and 

has sponsored many students to attend NAMôs MathFest.  

We encourage you to become an Alliance member via our 

website: www.mathalliance.org.  We hope to see you at the 

2011 Field of Dreams Conference at Arizona State Univer-

sity in Tempe, Arizona, October 14th-16th!  

Phil Kutzko is a Professor of Mathematics at The Universi-

ty of Iowa and his email is Philip-Kutzko@uiowa.edu. 

Roosevelt Johnson 

Edray Goins (Purdue University), Kath-

leen Banks (University of Iowa), and 

Donald Cole (University of Mississippi) 

Angela Grant Scholarship FundAngela Grant Scholarship FundAngela Grant Scholarship Fund  
 The Dr. Angela E. Grant Memorial Scholarship fund 

seeks applications as well as donations to support their on-

going efforts to remember Dr. Grant.  The scholarship is 

designed to recognize future scholars who ñappreciate 

mathematics and are dedicated to community service and 

celebrating the spirit of life.ò   

 The scholarship panel is actively seeking high school 

seniors or current college students who exhibit leadership, 

community involvement, exemplary character, and high 

academic standards.  To apply, 

each applicant must be a cancer 

survivor who is actively pursu-

ing or planning to pursue a col-

lege education in any field of 

study, or be an applicant with an 

immediate family member who 

is a cancer survivor. Applicants 

must be US residents that either 

attend or plan to attend an under-

graduate institution or a graduate 

school. 

 Donations to the scholarship 

fund can be made online at 

www.drangelagrantscholarship.org 

or sent to: 

Dr. Angela E. Grant Memorial Scholarship Fund 

P. O. Box 84481 

Pearland, TX 77584 

 Dr. Angela Grant was Ralph Boas Assistant Professor 

of Mathematics at Northwestern University as well as an 

advisor for the Weinberg College of Arts and Sciences.  A 

mathematician full of energy and enthusiasm, she passed 

away from breast cancer on September 20, 2010, having 

aged 37 years.  

Bill Jones  

Angela Grant 

http://www.mathalliance.org
mailto:Philip-Kutzko@uiowa.edu

